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Trapped ions are a promising tool for building a large-scale quantum computer. However, the number of
required radiation fields for the realization of quantum gates in any proposed ion-based architecture scales
with the number of ions within the quantum computer, posing a major obstacle when imagining a device with
millions of ions. Here, we present a fundamentally different approach for trapped-ion quantum computing
where this detrimental scaling vanishes. The method is based on individually controlled voltages applied to
each logic gate location to facilitate the actual gate operation analogous to a traditional transistor architecture
within a classical computer processor. To demonstrate the key principle of this approach we implement a
versatile quantum gate method based on long-wavelength radiation and use this method to generate a
maximally entangled state of two quantumengineered clock qubitswith fidelity 0.985(12). This quantumgate
also constitutes a simple-to-implement tool for quantum metrology, sensing, and simulation.

DOI: 10.1103/PhysRevLett.117.220501

The control of the internal and external degrees of
freedom of trapped ions using laser light has allowed
unprecedented advances in the creation of multiparticle
entangled states [1–4], quantum simulation [5–10],
frequency standards [11], quantum sensing [12–14] and
quantum logic [15,16]. A major goal is now to construct a
large-scale quantum computer by scaling current systems
up to a significantly larger number of ions [17–19]. The
circuit-model approach for quantum information process-
ing requires the realization of single qubit gates and a
two-qubit entanglement operation [20]. The use of laser
light for the implementation of these quantum logic
operations has been extremely successful, with gate fidel-
ities in the fault-tolerant regime having been achieved for
single- [21,22] as well as two-qubit gates [22,23].
Instead of using laser light it is also possible to use

long-wavelength radiation in the microwave and rf regime to
implement quantum logic. Such fields are comparably
simple to generate and highly stable and have already been
used to implement single-qubit gates with errors of only
10−6, far surpassing fault-tolerant thresholds [24]. Free-
running long-wavelength radiation on its own is however
not sufficient for the implementation of multiqubit gates, as
it only weakly drives the ions’motion due to the vanishingly
small Lamb-Dicke parameter. This drawback was first
addressed in the seminal work by Mintert and Wunderlich
in 2001 who showed that combining a static magnetic field
gradient with externally applied long-wavelength radiation
creates a sizable effective Lamb-Dicke parameter [25]. More
recently, Ospelkaus et al. proposed using the oscillating
magnetic field gradients experienced by an ion trapped in the
near field of a microwave waveguide to perform multiqubit
gates [26]. This scheme was subsequently used to perform

the first microwave-based two-qubit gate by Ospelkaus et al.
[27]. The fidelity of this particular gate scheme has recently
been improved significantly [28], further demonstrating the
potential of microwave-based quantum logic. The scheme
requires ions to be trapped close to a surface incorporating
the microwave waveguide and therefore the effects of
motional heating must be more carefully considered. When
scaling this approach, especially considering complicated
electrode geometries such as X junctions, relevant individual
microwave impedance matching for each gate zone across
the whole architecture must be ensured. The addressing of
individual ions would typically require the use of destructive
interference incorporating allmicrowave fields appliedwithin
the range of the ion or other sophisticated methods [29,30].
The approach of using a static magnetic field gradient in

conjunction with externally applied long-wavelength radia-
tion is not subject to the above constraints (of course the
effects of motional heating still need to be considered) and
has also been used to implement a two-qubit gate between
nearest as well as non-nearest neighbour ions [31]. In stark
contrast to the work presented in this Letter, the first
demonstration of using a static magnetic field gradient to
implement a two-qubit gate [31] made use of an “undriven”
magnetic gradient induced coupling. However, in this
scheme the dominant source of noise is ambient magnetic
field fluctuations as naturally occurring states with different
magnetic moments must be used, ruling out the use of a
so-called clock qubit. A promising approach to circumvent
this drawback is to use “dressed states” [41–43] where one
can quantum engineer an effective clock qubit that is highly
protected frommagnetic field fluctuations whilemaintaining
a strong sensitivity to a static magnetic field gradient. They
have already been used in single qubit operations [41,43]
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and to cool an ion close to its ground state of motion [44]
and their use to implement a two-qubit gate would constitute
a significant breakthrough for quantum computing with
long-wavelength radiation.
Despite these successes, scaling these laser or long-

wavelength radiation based operations to a much larger
number of ions constitutes a tremendous challenge. This
becomes particularly obvious when considering that a
large-scale universal quantum computer, say of the size
large enough to break RSA encoding, would requiremillions
or even billions of qubits [19,45]. Gate operations need to be
carried out in parallel for the quantum computer to work.
The implication of this is that a large-scale quantum
computer may require millions of spatially separated “gate
zones”where quantum gates are executed. This results in the
requirement of utilizing millions of laser or long-wavelength
radiation fields for the implementation of quantum gates
when considering all previous proposals to build a large-
scale trapped-ion quantum computer [17–19,46]. This detri-
mental scaling between the number of ions and the required
number of radiation fields constitutes a significant obstacle to
scaling to the desired large system sizes.
In this work we remove this obstacle. We present a

concept for trapped-ion quantum computing where parallel
quantum gate operations in arbitrarily many selected gate
zones can be executed using individually controlled volt-
ages applied to each gate zone. Instead of millions of laser
or long-wavelength radiation fields this simple approach
only requires a handful of global radiation fields where the
number of radiation fields only depends on the number of
different types of quantum gates to be executed in parallel.
This then provides a simple and powerful concept for
quantum computing, which forms the core element within a

wider engineering blueprint to build a large-scale micro-
wave-based trapped-ion quantum computer [45]. A key
element of our approach is the use of qubits that feature a
widely tunable transition frequency while maintaining its
protected nature with respect to ambient magnetic field
fluctuations. Quantum-engineered clock qubits meet this
requirement and therefore constitute an ideal system for this
purpose. We demonstrate the key element of this approach
by generating entanglement between microwave-based
quantum-engineered clock qubits in a Mølmer-Sørensen-
type interaction utilizing long-wavelength radiation and a
static magnetic field gradient.
The two-qubit gate is performed on two 171Ybþ ions in a

Paul trap with an ion-electrode distance of 310 μm [47].
We place permanent magnets close to the ion trap with an ion-
to-nearest-magnet distance of approximately 6 mm as shown
in Fig. 1. This provides a static magnetic field gradient of
23.6ð3Þ T=m, which is approximately constant across the ion
string [48]. We slightly displace the ions from the magnetic
field nil, which lifts the degeneracy of the 2S1=2 F ¼ 1

manifolds by 12.0 and 14.8MHz for ions 1 and 2, respectively,
and defines the internal-state quantization axis to lie along the
trap axis. Laser light near resonant with the 2S1=2 ↔ 2P1=2

transition is used for Doppler laser cooling and for initial state
preparation as well as state detection. State-dependent fluo-
rescence is collected on a photomultiplier tube, and the
fluorescence measurements are normalized to remove prepa-
rationanddetectionerrors (see the sectionentitled “Preparation
and detection errors” in the Supplemental Material [32]).
To globally broadcast the required long-wavelength radi-

ation we only require a standard off-the-shelf microwave horn
and a three-turn rf-emitting copper coil placed outside the
ultrahigh vacuum environment. We note that in a large-scale

FIG. 1. (a) Schematic of the linear Paul trap (yellow) fitted with four permanent magnets (blue), arranged to create a strong magnetic
field gradient along the trap axis. (b) Illustration of the 2S1=2 ground-state hyperfine manifold of two 171Ybþ ions, each being driven by
two resonant microwave fields near 12.6 GHz with slightly unequal Rabi frequencies denoted by Ωμw1

and Ωμw2
(see the Supplemental

Material [32]). The engineered clock qubit is formed of j↑i ¼ ðj þ 1i − j − 1iÞ= ffiffiffi
2

p
and j↓i ¼ j00i, which can be manipulated using a rf

field coupling j00i and j þ 1i with Rabi frequency
ffiffiffi
2

p
Ω0.
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architecture our approach utilizes submerged static currents
incorporated into the microfabricated chip traps to give rise to
the required static magnetic field gradients. The ion-surface
distance requirement in this case is not very stringent.
Simulations show magnetic field gradients in excess of
150 T=m with an ion-electrode distance of approximately
150 μm can be achieved, using realistic values of applied
current that have already been applied to an ion trapping chip
of this type [45]. Such a relatively large ion-electrode distance
minimizes motional decoherence due to charge fluctuations
from the electrode surface.
Instead of using a naturally occurring magnetic field

sensitive qubit we quantum engineer a tunable highly
noise-resilient “clocklike” qubit by first addressing
each ion with a pair of microwave fields coupling the
j2S1=2; F ¼ 0i≡ j0i state with the j2S1=2; F ¼ 1; mF ¼
þ1i≡ j þ 1i and j2S1=2; F ¼ 1; mF ¼ −1i≡ j − 1i states
(Fig. 1). In the appropriate interaction picture this results
in three dressed states, including the well-protected state
j↑i ¼ ðj þ 1i − j − 1iÞ= ffiffiffi

2
p

[41]. We combine this state
with the intrinsically well-protected state j2S1=2; F ¼ 1;
mF ¼ 0i≡ j↓i to obtain a quantum-engineered clock qubit
fj↓i ; j↑ig (see the section entitled “Tunable quantum-
engineered clock qubit” in the Supplemental Material [32]).
Unlike a standard clock transition, which has a fixed
transition frequency, the qubit transition frequency is
tunable using a magnetic field, enabling individual qubit
addressing with global radiation fields. This is a critical
feature when viewed within the context of the novel
approach for trapped-ion quantum computing outlined
below. We prepare and detect the engineered clock qubit
using the method developed by Randall et al. [49].
Arbitrary single qubit gates between states j↓i and j↑i
are implemented using a rf field resonant with the j↓i ↔
j þ 1i transition [43]. The degeneracy in frequency
between this and the j↓i ↔ j − 1i transition is lifted by
the second-order Zeeman shift. Using a Ramsey type
experiment we measure the coherence time of this qubit
to be 650 ms, significantly longer than the ≈1 ms coher-
ence time of the bare state qubits that have so far been used
for two-qubit gates with a static magnetic field gradient.
We create a maximally entangled state using a Mølmer-

Sørensen type gate. The application of this gate to our qubit
has been investigated in detail theoretically [41,50] and
forms the basis of our experimental implementation.
We implement the gate on the axial stretch mode with a
frequency of νs ¼

ffiffiffi
3

p
νz ¼ 2π × 459.34ð1Þ kHz, where νz

is the axial center-of-mass mode frequency, giving an
effective Lamb-Dicke parameter [25] ηeff ¼ z0μB∂zB=ffiffiffi
2

p
ℏνs ¼ 0.0041, where z0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℏ=2mνs

p
. This mode is

sideband cooled to n ¼ 0.14ð3Þ using a variant of the
scheme described in Ref. [44] (see the section entitled
“Sideband cooling” in the Supplemental Material [32])
before the internal states are prepared in the state j↓↓i. A
pair of rf fields is then applied to each ion with frequencies

close to the red and blue sidebands (carrier Rabi frequency
Ω0 ¼ 2π × 45.4 kHz). The frequencies are set to be
symmetric about the carrier frequency, corresponding to
detunings �νs � δ. The gate detuning δ is set to δ ¼
2ηeffΩ0 ¼ 2π × 370 Hz in order that at time tg ¼ 2π=δ ¼
2.7 ms the ions are ideally prepared in a maximally
entangled spin state jΨϕ0

i ¼ ðj↑↑i þ eiϕ0 j↓↓iÞ= ffiffiffi
2

p
(see

the section entitled “Multiqubit gate” in the Supplemental
Material [32]). Figure 2(a) shows the evolution of the spin
state populations as a function of time. To measure the
coherence of the entangled state, a carrier π=2 pulse is
applied to each ion after the gate pulse. Figure 2(b) shows
the parity Π ¼ Pð↑↑Þ þ Pð↓↓Þ − Pð↑↓Þ − Pð↓↑Þ as a
function of the phase ϕ of the π=2 pulse. The amplitude
of the parity oscillation [Fig. 2(b)] along with the pop-
ulations at tg allows the fidelity of the obtained density
matrix ρ̂ with respect to the ideal outcome jΨϕ0

i to be
calculated using F ¼ hΨϕ0

jρ̂jΨϕ0
i ¼ ½Pð↑↑Þ þ Pð↓↓Þ�=

2þ A=2 [3]. We measure the populations at tg to be
Pð↑↑Þ þ Pð↓↓Þ ¼ 0.997ð16Þ and a fit to the parity scan
shown in Fig. 2(b) gives an amplitude of A ¼ 0.972ð17Þ.
From this we extract a Bell state fidelity of F ¼ 0.985ð12Þ.
The most significant contributions to the infidelity stem

from the heating of the relevant vibrational mode of motion

FIG. 2. (a) Populations Pð↑↑Þ (blue), Pð↓↓Þ (red), and
Pð↑↓Þ þ Pð↓↑Þ (black) after preparing the ion spins in the state
j↓↓i and applying the Mølmer-Sørensen fields for a variable time
t. A maximally entangled state is formed at time tg ¼ 2.7 ms.
Each data point is the average of 500 measurements and the solid
lines are the predicted theoretical curves. (b) ParityΠ ¼ Pð↑↑Þ þ
Pð↓↓Þ − Pð↑↓Þ − Pð↓↑Þ after applying the Mølmer-Sørensen
interaction for a time tg, followed by a π=2 pulse on each ion with
variable phase ϕ. The signal oscillates as cosð2ϕÞ, with an
amplitude A that indicates the magnitude of the off-diagonal
density matrix elements jρ↓↓;↑↑j [3]. Each data point is the
average of 800 measurements and the black line is a fit to the data.
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(1 × 10−2) used during the gate operation and depolarization
of the qubit (3 × 10−3). Both sources of error can be
significantly reduced by increasing the gate speed using a
larger staticmagnetic field gradient and by increasingΩ0. The
depolarization error can be further reduced by improving our
microwave setup as a result of which a coherence time of
seconds should be achievable as already demonstrated by
Baumgart et al. [14].Additional small sources of infidelity are
discussed in the Supplemental Material [32].
Achieving gate fidelities that would enable fault-tolerant

operation using global long-wavelength radiation can be
realized either by the use of ion trap microchips or by a slight
modification of our setup. By reducing the ion-to-nearest-
magnet distance in a modified trap design to 2.4 mm, a
magnetic field gradient of 150 T=mwould result. This gives a
large increase of the motional coupling strength, enabling a
significant reduction of the error terms. Following a full
numerical simulation of the system, a fidelity far above the
relevant fault-tolerant threshold would result using already
demonstrated parameters (see the section entitled “Further
increasing thegate fidelity” in theSupplementalMaterial [32]).
We now describe how the gate method explained above

gives rise to a highly efficient approach to quantum
computing with trapped ions. In previously envisioned
trapped-ion quantum computing architectures the number
of radiation fields required for quantum gate implementa-
tion is strongly correlated with the number of ions used
[17–19]. This constitutes a substantial challenge in the
construction of a large-scale quantum computer, which may
require the manipulation of millions or billions of ions.
We will now outline an approach that completely removes
this undesirable correlation where millions or billions of
laser or long-wavelength radiation fields are replaced with
only a handful of long-wavelength radiation fields.
Ions are located in individual gate zones that are contained

within an array of X junctions as part of a microfabricated
ion trap architecture (see Fig. 3). Currents applied locally to
each gate zone create magnetic field gradients of approx-
imately 150 T=m, to be used for entanglement generation. In
order to select any arbitrary set of gate zones for single- or
two-qubit gate execution, one simply shifts the position of
the ion(s) within these zones axially with respect to the
magnetic field gradient by an appropriate amount using local
dc electrodes already used for ion transport within the ion
trap array. In a magnetic field gradient, such shifts in the ion
positions result in a variation of the local offset magnetic
field. The transition frequency of the quantum-engineered
clock qubit used in this work can be changed using such
offset magnetic fields. This provides the ability to tune the
quantum-engineered clock qubit into and out of resonance
with globally applied long-wavelength radiation fields.
Therefore, ions in any arbitrary zone can be tuned into
resonance with a set of globally applied microwave and rf
fields (of the sort used to implement the two-qubit gate
presented in this Letter), providing parallel execution of

gates in relevant zones while all other zones on the
architecture remain off resonant. Alternatively, instead of
using the displacement of the ions to change the offset
magnetic field, an offset magnetic field could be generated
using additional local magnetic field coils located under
each gate zone. Microwave horns and antennas located
outside the vacuum system broadcast the required set of
microwave and rf fields over the entire microchip or
quantum computer architecture. Quantum operations are
then applied in parallel to arbitrarily many sets of
qubits with negligible cross talk (see the section entitled
“Extension to a large-scale architecture” in the
Supplemental Material [32]) using a small number of offset
magnetic fields and associated sets of global microwave and
rf fields, as shown in Fig. 3. Since the global fields are
broadcast across the entire architecture, the number of
required fields scales only with the number of different
types of gates to be performed.
We have developed an efficient approach to quantum

information processing with trapped ions. We proposed a
method where gate operations within the trapped-ion
quantum computer are facilitated by the application of

FIG. 3. Ions are confined in a two-dimensional X-junction
surface trap architecture. Local dc electrodes are used to shift the
center of the trapping potentials in the magnetic field gradient in
order to tune a particular zone in resonance with a particular set of
microwave and rf fields (illustrated in the dashed box). The ion
displacements in the green (red) zones tune the respective ions
into resonance with the global fields to realize single- (two-)qubit
gates while no shift is applied to the blue zones, making all
globally applied fields off resonant for ions located in these
zones. Current-carrying wires (not shown for clarity) located
below each gate zone (indicated by yellow lines) create a static
magnetic field gradient local within each gate zone.
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voltages to each logic gate location, analogous to transis-
tors within a classical computer processor. Only a handful
of global radiation fields, which are broadcasted across the
entire quantum computer architecture, are required, no
matter how many ions are used as part of the quantum
computation. While there are still laser beams required for
laser cooling, photoionization, repumping, and sympathetic
cooling, these can be applied as global beams, so their
number is not strongly correlated to the number of qubits
and alignment and stability requirements are not very
stringent. Besides describing the method, we have also
reported the experimental demonstration of the key ingre-
dient for this approach, namely, a new type of two-qubit
entanglement gate utilizing long-wavelength radiation.
Using this method we have created a maximally entangled
state with fidelity close to the relevant fault-tolerant thresh-
old. This method of creating high-fidelity entangled states
may also have significant impact in areas other than
quantum computing, owing to its simplicity and robustness.
This simple-to-implement gate mechanism can be used in a
large breadth of experiments in areas relying on the creation
of entanglement such as quantum simulation, quantum
sensing, and quantum metrology.
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SUPPLEMENTAL MATERIAL

Atomic structure

As described in the main text, the gate is performed
between two trapped 171Yb+ ions which sit in different
magnetic fields due to a magnetic-field gradient. The
Hamiltonian consists of three terms H = Hint + Hext +
Hcouple, where Hint describes the four internal states (|0〉,
|0′〉, |−1〉, and |+1〉) of each atom, Hext describes the
axial stretch mode of the ion pair, and Hcouple describes
the coupling between the internal and external degrees
of freedom due to the field gradient.

Hint =
∑
i=1,2

− ω0
i |0〉i〈0|i − ω

−
i |−1〉i〈−1|i

+ ω+
i |+1〉i〈+1|i

(1)

Hext = νâ†â (2)

Hcouple =
∑
i=1,2

νηi(â
† + â)σ̂zi (3)

where all the Hamiltonians presented here are normalized
by ~, ω0

i and ω±i are the energies of the states |0〉 and
|±1〉 with respect to |0′〉, ν =

√
3νz is the axial stretch

mode frequency, â† and â the creation and annihilation
operators for that mode, σ̂zi = |+1〉i〈+1|i − |−1〉i〈−1|i,
and η1 and η2 are the effective Lamb-Dicke parameters
for the two ions, describing the strength of the coupling
between the atoms’ internal states and the mode due to
the field gradient. η1 = −η2 = z0µB∂zB/

√
2~ν where

∂zB is the axial magnetic-field gradient (the same for
both ions) and z0 =

√
~/2mν. For our system ν = 2π ×

459.34(1) kHz and ∂zB = 23.6 Tm−1 giving η1 = 0.0041.
The couplings between |0〉 and |0′〉 and the motion, a
consequence of the second-order Zeeman effect, are small
and therefore are not considered.

Preparation and detection errors

The magnetic-field gradient separates the frequencies
ω0
i of the clock transitions |0〉 ↔ |0′〉 in the two ions by

11.9 kHz due to the second-order Zeeman shift. This
allows the states |00〉, |00′〉, |0′0〉 and |0′0′〉 to be indi-
vidually prepared using both optical pumping to prepare
|00〉, and microwave π pulses, resonant with the desired
clock transition, to prepare |0′〉 [1]. We estimate that
each of the states is prepared with infidelity less than
10−3. We measure the ion fluorescence using a photo-
multiplier tube and discriminate between the cases of 0,
1 and 2 ions fluorescing by setting two thresholds. We
record the histograms after preparing each of the four
spin states, allowing us to extract a linear map between
the probabilities P0, P1 and P2 obtained by threshold-
ing, and the spin state probabilities P00, P00′ + P0′0 and
P0′0′ . This mapping is then used to normalize data in
subsequent experiments.

Motional coupling due to magnetic-field gradient

The effect of the magnetic-field gradient is to allow
transitions between internal states to affect the mo-
tional state of the ions. A microwave field oscillating
at frequency ωµw = ω0

1 + ω+
1 ± ν + δ close to one of

the motional sidebands of the transition |0〉1 ↔ |+1〉1,
adds the following term to the Hamiltonian: Hµw =
Ωµw(|+1〉1〈0|1 + |0〉1〈+1|1) cos [ωµwt]. By making a
polaron-like (Schrieffer-Wolff) transformation [2]

Up = exp

∑
i=1,2

ηi
[
â† − â

]
σ̂zi

 , (4)

the internal and external states are now coupled [3, 4],
such that the driven term Hµw transforms to an (anti-)
Jaynes-Cummings Hamiltonian

Hµw =

{
η1Ωµw

2 (|+1〉1〈0|1â†e−iδt + |0〉1〈+1|1âeiδt) for ωµw = ω0
1 + ω+

1 + ν + δ

−η1Ωµw
2 (|+1〉1〈0|1âe−iδt + |0〉1〈+1|1â†eiδt) for ωµw = ω0

1 + ω+
1 − ν + δ

(5)

depending on the field being tuned close to either the
blue or red sideband, and where we have gone into the
interaction picture and dropped all fast rotating terms.

Sideband cooling

The experimental two-qubit gate sequence is preceded
by a sideband cooling sequence similar to that described



2

in Ref. [5], however, here we use a microwave field in-
stead of an RF field, to drive the red sideband. The ions
are initially Doppler laser cooled for 4 ms using near-
resonant light at 369 nm and prepared in |00〉 after 30 µs
of optical pumping. The sideband cooling sequence then
consists of applying a microwave field pulse of frequency
ωµw = ω0

1 + ω+
1 − ν, driving the red sideband transition

with a carrier Rabi frequency Ω/2π = 74 kHz. Optical
re-pumping then reinitialises the ions in |00〉. We apply a
total of 500 repetitions of this sideband cooling sequence,
each repetition applying an increasing microwave side-
band pulse time which corresponds to the sideband Rabi
frequencies of different populated n levels. Using this
sequence we achieve a final temperature of n̄ = 0.14(3).

Tunable quantum-engineered clock qubit

Qubits formed of the states |+1〉i, |0〉i would rapidly
decohere due to magnetic field fluctuations. Counter-
ing the magnetic field noise is done by applying four mi-
crowave fields of frequencies ω0

1 +ω+
1 , ω0

1 −ω−1 , ω0
2 +ω+

2 ,
and ω0

2 − ω−1 , resonant with the |+1〉1 ↔ |0〉1, |−1〉1 ↔
|0〉1, |+1〉2 ↔ |0〉2, and |−1〉2 ↔ |0〉2 transitions respec-
tively. If all four microwave fields are driven with equal
Rabi frequencies Ωµw, the internal state Hamiltonian in
the interaction picture becomes

Hint =
Ωµw

2

∑
i=1,2

(|0〉i〈+1|i + |0〉i〈−1|i

+ |+1〉i〈0|i + |−1〉i〈0|i),
(6)

and then transforms to the dressed state basis

Hint =
Ωµw√

2

∑
i=1,2

(|u〉i〈u|i − |d〉i〈d|i), (7)

where |u〉i = 1
2 |+1〉i + 1

2 |−1〉i + 1√
2
|0〉i, |d〉i = 1

2 |+1〉i +
1
2 |−1〉i−

1√
2
|0〉i. These resonantly driven transitions op-

erate as a form of continuous dynamical decoupling for
the Λ-system, and result in dark states |D〉i = 1√

2
(|+1〉i−

|−1〉i), which are protected both against magnetic field
noise and microwave amplitude fluctuations, such that
together with the |0′〉i states constitute robust effective
clock qubits [6, 7].

Each qubit can be manipulated by an RF field

Hrf = Ωrf (|+1〉i〈0′|i + |0′〉i〈+1|i) cosωrf
i t. (8)

By setting ωrf
i = ω+

i , and if Ωrf � |ω+
i − ω

−
i |, then

Hrf =
Ωrf

2
√

2
(|D〉i〈0′|i + |0′〉i〈D|i)

=
Ω0

2
(|D〉i〈0′|i + |0′〉i〈D|i) ,

(9)

in the interaction picture and after dropping fast ro-
tating terms [8]. We have defined a Rabi frequency
Ω0 = Ωrf/

√
2 which is the Rabi frequency for driving

the engineered qubit.

The concept for a trapped-ion quantum computer pre-
sented in this Letter requires well-protected qubits with
a tunable transition frequency in the MHz range to al-
low for high-fidelity individual addressing within a set of
global radiation fields. Traditionally, qubits consisting
of a first-order magnetic field sensitive transition would
have to be used, however such qubits are highly sensi-
tive to ambient magnetic field fluctuations, limiting the
achievable coherence time. As shown above the effective
clock qubit which is well-protected from ambient mag-
netic field fluctuations can be manipulated by setting
ωrf
j ≈ ω+

i for ion i and field j. Therefore, in order to
change the transition frequency one simply changes the
magnetic field environment at the ion to shift the first-
order magnetic field sensitive state |+1〉i such that ω+

i is
resonant with the desired global radiation field.

Multi-qubit gate

If instead of setting the RF to the resonant frequency
ωrf
i = ω+

i , four RF fields are set to be equally detuned
from the red and blue sidebands, ωrf

i = ω+
i ± (ν+ δ), Eq.

8 in the interaction picture becomes

Hrf = Ωrf

∑
i=1,2

(|+1〉i〈0′|i + |0′〉i〈+1|i) cos [(ν + δ) t] .

(10)
This gives a Mølmer-Sørensen interaction, if coupling to
the motional degrees of freedom is present. To show such
coupling exists, a polaron-like transformation (Eq. 4) is
made to the Hamiltonian containing the stretch mode
(Eq. 2), the magnetic-field gradient (Eq. 3), the mi-
crowave (Eq. 6) and the RF driving fields (Eq. 10),

H = νâ†â

+
∑
i=1,2

νηi
(
â† + â

)
σ̂zi

+
Ωµw

2

∑
i=1,2

(|0〉i〈+1|i + |0〉i〈−1|i + |+1〉i〈0|i + |−1〉i〈0|i)

+ Ωrf

∑
i=1,2

(|+1〉i〈0′|i + |0′〉i〈+1|i) cos [(ν + δ) t] ,

(11)

which is therefore transformed to
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Hp = UpHU
†
p = νâ†â

+ ν
∑

i,j=1,2

ηiηj σ̂ziσ̂zj

+
Ωµw

2

∑
i=1,2

[
(|+1〉i〈0|i + |0〉i〈−1|i) e

ηi(â†−â) + h.c.
]

+ Ωrf

∑
i=1,2

(
|+1〉i〈0′|ie

ηi(â†−â) + h.c.
)

cos [(ν + δ) t]

(12)

where the RF fields in the last term couple the internal
degrees of freedom to the external ones. In the Lamb-
Dicke regime, where ηi

√
n̄+ 1� 1, the displacement op-

erator D(ηi) = eηi(â
†−â) is expanded in orders of the

Lamb-Dicke parameter ηi. After transforming to the
dressed state basis, and moving to the interaction pic-
ture with respect to the dressed state energy gap (Eq. 7)
and the stretch mode (Eq. 2), the first-order expansion
of the RF transition term in Eq. 12 yields

Ωrf

∑
i=1,2

ηi

( |u〉ieiΩµw√
2
t

+ |d〉ie
−iΩµw√

2
t

2
−
|D〉i√

2

 〈0′|i
×
(
â†eiνt − âe−iνt

)
+ h.c.

)
cos [(ν + δ) t] .

(13)

Under the assumption δ � Ωµw√
2
� ν, the main contribu-

tion of Eq. 13 is

Hgate =− η1Ω0

2
(|D〉1〈0′|1 − |0′〉1〈D|1

− |D〉2〈0′|2 + |0′〉2〈D|2)
(
âeiδt − â†e−iδt

)
,

(14)

which drives a Mølmer-Sørensen gate [9, 10], whereas all
the other terms are dropped in the rotating wave ap-
proximation. If such a Hamiltonian is applied for a time
τ = 2π/δ then the qubit states are subject to the unitary
transformation

U = exp

[
i
πη2

1Ω2
0

δ2
σ̂y1σ̂y2

]
, (15)

with σ̂yi = −i (|D〉i〈0′|i − |0′〉i〈D|i) . By setting the de-
tuning δ = 2η1Ω0, the initial state |0′0′〉 is ideally
transformed into the required maximally entangled state
1√
2
(|0′0′〉 − i|DD〉).

Corrections to the gate

The above derivation of Hgate considers only the slow-
est rotating terms. Terms dropped from the derivation
lead to both sources of infidelity and lightshifts of the
qubit levels. We discuss these in this section, as well as
methods to counteract such terms.

Off-resonant carrier excitation due to the rf driving fields

In the standard Mølmer-Sørensen gate performed using
trapped ions, off-resonant excitation of the carrier transi-
tions can lead to a reduction in the average gate fidelity.
There are a total of 6 RF-driven carrier transitions per
ion, |0′〉i ↔ |D〉i, |0′〉i ↔ |u〉i and |0′〉i ↔ |d〉i, each via
both |+1〉 and |−1〉. The RF driven transitions originat-
ing from |0′〉i ↔ |−1〉, not considered in the derivation
above due to the additional detuning of the second-order
Zeeman splitting ∆i = ω+

i − ω
−
i ∼ O(10 kHz), result in

a term

Hoff =
Ω0√

2

∑
i=1,2

|−1〉i〈0′|ie
ηi(a†eiνt−ae−iνt)

×
[
ei(ν+δ+∆i)t + e−i(ν+δ−∆i)t

]
+ h.c.

(16)

As is the case with many other gate implementations,
the effect of off-resonant carrier excitation is to produce
a rapid oscillation in the gate fidelity. Each carrier tran-
sition introduces an average infidelity of approximately
Ω2/ν2, where Ω is the carrier Rabi frequency, which
varies depending on if the transition is to |D〉 or to |u〉/|d〉
[8]. Summing over the six carrier transitions, the total
infidelity due to carrier excitation is 4Ω2

0/ν
2. In princi-

ple, it should be possible to time the gate to minimise
the infidelity, however, this is difficult in practise. The
standard approach to counteracting this infidelity of us-
ing pulse shaping of the gate fields [11] will work far more
effectively for this gate, and is therefore implemented to
effectively remove this effect. Instead of switching the
gate pulses on and off near-instantaneously we shape the
pulses in a way that at the beginning and end of the
pulse the amplitude rises and falls adiabatically within a
window length of 10µs which was found to be sufficient
using numerical simulations of the full gate dynamics.

Lightshifts and leakage outside the qubit subspace

The RF-driven off-resonant carrier transitions in Eq.
16 will produce a net lightshift term arising from non-
vanishing A.C Stark shifts in the rotating frame of the
dressed state energy gap in Eq. 7:
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Hshift
rf−1

=
Ω2

0

4

∑
i=1,2

(
1

ν + ∆i
− 1

ν −∆i

)
(|D〉i〈D|i − |0′〉i〈0′|i)

− Ω2
0

8

∑
i=1,2

(
1

ν + Ωµw/
√

2 + ∆i

− 1

ν − Ωµw/
√

2−∆i

+
1

ν − Ωµw/
√

2 + ∆i

− 1

ν + Ωµw/
√

2−∆i

)
|0′〉i〈0′|i,

(17)

where we have omitted δ, since δ � ∆i,Ωµw/
√

2, ν. This
can be approximated as

Hshift
rf−1
≈ −3Ω2

0

4ν2

∑
i=1,2

∆iσ̂zi, (18)

under the assumption ∆i,Ωµw/
√

2 � ν. The leading
terms of the first-order expansion of the RF transitions
in Eq. 13 yield in the second order of perturbation the
following terms:

Hshift
rf =

(η1Ω0)
2

2

 1
Ωµw√

2
− δ

+
1

Ωµw√
2

+ δ


︸ ︷︷ ︸

grf shift

∑
i=1,2

|0′〉i〈0′|i,

(19)
which is a net lightshift term, as well as

H leak
rf =

(η1Ω0)
2

2

 1
Ωµw√

2
− δ
− 1

Ωµw√
2

+ δ


︸ ︷︷ ︸

grf leak

× (|u〉1〈0′|1 − |0′〉1〈d|1) (|0′〉2〈u|2 − |d〉2〈0′|2) + h.c

(20)

which operates as a leakage outside of the qubit space.

The magnetic-field gradient (second term in Eq. 12)
together with the microwave driving fields (third term in
Eq. 12) also produce similar contributions. After trans-
forming to the dressed state basis and moving to the in-
teraction picture with respect to the dressed state energy
gap (Eq. 7) and the stretch mode (Eq. 2), we obtain in

second-order expansion of η

HI = −
2∑

i,j=1

νηiηj
4

(
Ŝ+ie

i
Ωµw√

2
t

+ h.c.

)(
Ŝ+je

i
Ωµw√

2
t

+ h.c.

)

− Ωµw

2
√

2

∑
i=1,2

[
ηi

(
Ŝ+ie

i
Ωµw√

2
t − h.c.

)(
â†eiνt − âe−iνt

)]
(21)

where Ŝ+i =
√

2(|u〉i〈D|i+ |D〉i〈d|i) and Ŝ−i = Ŝ†+i. The
leading unwanted terms originating from Eq. 21 give rise
to

H leak
µw = − η2

1ν
3

2

(
Ωµw

2

2 − ν2

)
︸ ︷︷ ︸

gµw

(
Ŝ+1Ŝ−2 + h.c

)
, (22)

which leads to leakage outside of the qubit space, in ad-
dition to

Hshift
µw =

η2
1ν

3

Ωµw
2

2 − ν2︸ ︷︷ ︸
−2gµw

(|D〉1〈D|1 + |D〉2〈D|2) , (23)

which is a lightshift term.
For the gate described in this Letter, the coupling

parameters for the leakage terms would be grf leak =
2π × 0.05 Hz and gµw = 2π × 3.8 Hz and we find that
grf shift = 2π × 2.2 Hz. We suppress their effect by in-
troducing an additional energy gap between the coupled
states, suppressing the couplings by making them off-
resonant. We accomplish this by making the Rabi fre-
quencies of the dressing fields for the two ions different
by a small amount δ0 = Ωµw1 − Ωµw2 [4]. If δ0 � η2ν,
this coupling is energetically suppressed. The dressing
field Rabi frequencies used for the gate presented here
are Ωµw1 = 2π × 20.5 kHz and Ωµw2 = 2π × 21.6 kHz.
The lightshifts are compensated by shifting the frequen-
cies of the RF gate fields.

Expansion to higher orders in η of Eq. 16 yields the
following terms
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Hhigher
rf =

Ω0

2
√

2

∑
j=1,2

(
ηj |u〉j〈0′|j

(
â†e

i
(

Ωµw√
2

+∆j−δ
)
t − âei

(
Ωµw√

2
+∆j+δ

)
t
)

+ h.c.

)

+
Ω0

2
√

2

∑
j=1,2

(
ηj |d〉j〈0′|j

(
â†e

i
(
−Ωµw√

2
+∆j−δ

)
t − âei

(
−Ωµw√

2
+∆j+δ

)
t
)

+ h.c.

)
.

(24)

These terms give rise to another A.C. Stark shift, also
leading also to an additional lightshift term that is
phonon-number dependent, and so cannot be compen-
sated by a simple change in gate field frequencies, given
by

H ls
phonon =

∑
i=1,2

(η1Ω0)2

8

 1
Ωµw√

2
−∆i

− 1
Ωµw√

2
+ ∆i


︸ ︷︷ ︸

gph

×
(
2â†â+ 1

)
|0′〉i〈0′|i.

(25)

The lightshift fluctuates from shot-to-shot due to the
thermal spread in the phonon number, which scales as the
square root of the mean phonon number. The strength
of this term for our gate parameters is gph = 2π× 0.7 Hz
and 2π × 0.3 Hz for ions 1 and 2 respectively. The ef-
fect of this shift is already small, and could be further
reduced by an increase in microwave Rabi frequency and
reduction of the mode temperature.

Different Zeeman splitting due to the magnetic-field gradient

The two ions are aligned along the magnetic-field gra-
dient which determines the z-axis. Therefore they feel
a different magnetic field, resulting in a difference in
Zeeman splitting ∆B = gµB∂zBz∆Z, where ∆Z =(
e2/2πε0Mν2

)1/3
is the distance between the two ions.

This difference yields additional terms in the Hamilto-
nian in the rotating frame corresponding to the bare en-
ergy structure. Due to the four microwave driving fields
the following additional terms are obtained:

Hµw
Zeeman =

Ωµw

2
(|+1〉1 〈0|1 + |0〉1 〈−1|1

+ |−1〉2 〈0|2 + |0〉2 〈+1|2)ei∆Bt + h.c.
(26)

which in second order results in

Hµw eff
Zeeman =

Ω2
µw

4∆B
(Fz1 − Fz2) , (27)

where Fzi = |+1〉i〈+1|i − |−1〉i〈−1|i. This should be
taken into account when determining the microwave and
RF frequencies.

Due to the four RF driving fields, the following terms

should be added to the Hamiltonian:

Hrf
Zeeman =

Ω0√
2

(
(|+1〉1〈0′|1 + |0′〉2〈+1|2)

×
(
ei(∆B+ν+δ)t + ei(∆B−ν−δ)t

)
+ |−1〉1〈0′|1

(
e−i(∆B−∆+ν+δ)t + e−i(∆B−∆−ν−δ)t

)
+ |−1〉2〈0′|2

(
ei(∆B+∆+ν+δ)t + ei(∆B+∆−ν−δ)t

)
+ h.c.

)
.

(28)

As a result, the four RF driving fields give rise to addi-
tional lightshifts given by

Hrf eff
Zeeman =

∆Ω2
0

∆2
B − ν2

(|0′〉1〈0′|1 + |0′〉2〈0′|2) . (29)

Together with the lightshift terms that were derived
above, the net lightshift is compensated by shifting the
frequencies of the gate fields.

Higher-order contribution to the gate transition

An additional term arises when considering the follow-
ing two terms in higher orders of perturbation:
(1.) the first-order expansion in η of the microwave tran-
sition in Eq. 12

−Ωµw

2
√

2

∑
i=1,2

ηi

(
S+ie

i
Ωµw√

2
t − h.c.

)(
â†eiνt − h.c.

)
(30)

(2.) the RF carrier transition (last term in Eq. 12)

Ω0√
2

∑
i=1,2

([
|u〉i〈0′|ie

i
Ωµw√

2
t

+ |d〉i〈0′|ie
−iΩµw√

2
t

]
+ h.c.

)
× cos [(ν + δ) t] .

(31)

These two terms oscillate almost with the same frequency
≈ ν±Ωµw/

√
2, where the difference is exactly δ, such that

Raman transitions are obtained

Hh.o. =
Ω2
µw

Ω2
µw − 2ν2

∑
j=1,2

ηjΩ0

2

(
|D〉j〈0′|j − |0′〉j〈D|j

)
×
(
âeiδt − â†e−iδt

)
=

Ω2
µw

2ν2 − Ω2
µw

Hgate

(32)
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This produces a Mølmer-Sørensen coupling equivalent to
Eq. 14, that changes the required gate duration as the
Rabi frequency of the microwave driving fields Ωµw is
increased. In the limit Ωµw � ν, this term yields an
opposite sign to the desired coupling, cancelling the gate
completely due to destructive interference with these Ra-
man transitions. In our experiment Ωµw � ν, and the
change in gate time is negligible.

Imperfections in the dressing fields

Introducing a small imbalance in the amplitudes of the
two microwave driving fields ∆Ωµwi = Ω+

µwi
−Ω−µwi

, with
∆Ωµwi

� Ωµwi
, yields an additional term:∑

i=1,2

∆Ωµwi

2
(|+1〉i〈0|i − |−1〉i〈0|i + h.c.) . (33)

In the interaction picture with respect to the dressed
state energy, this yields an A.C. Stark shift which does
not operate in our qubit subspace:

∑
i=1,2

∆Ω2
µwi

2
√

2Ωµwi

(|u〉i〈u|i − |d〉i〈d|i) . (34)

However, this amplitude imbalance together with the am-
bient magnetic field fluctuations δB(t) gives rise to an-
other noise-inducing term that survives the RWA:

∑
i=1,2

√
2
(

∆Ωµwi

2 − δB√
2

)2

Ωµwi

|u〉i〈u|i

−

√
2
(

∆Ωµwi

2 + δB√
2

)2

Ωµwi

|d〉i〈d|i

+
2δB∆Ωµwi

Ωµwi

|D〉i〈D|i.

(35)

The first two terms do not operate in our qubit subspace,
while the latter is another σzi lightshift term coupled to
the ambient magnetic noise, and therefore causes dephas-
ing. This term equals exactly the original dephasing term

multiplied by
∆Ωµwi

Ωµwi
, which means that the original de-

phasing term is being prolonged by a factor of
(

∆Ωµwi

Ωµwi

)2

.

This factor is typically smaller than 10−4.

Further increasing the gate fidelity

The infidelity of our demonstrated gate is dominated
by heating of the motional mode, and depolarization of
the qubit. Increasing the speed of the gate reduces both
sources of infidelity. In addition, the heating rate can
be further reduced by increasing the trap frequency. By

modifying our gate parameters (including the size of the
magnetic field gradient) the infidelities can be dramat-
ically reduced and operations with an error below the
relevant fault-tolerant threshold are achievable.

We have modeled the following parameters: Ωµw/2π =
10 kHz , Ω0/2π = 198 kHz, ν/2π = 1.1 MHz, η =
0.0071 (which corresponds to a magnetic field gradient
∂zBz = 150 T/m), with pulse shaping using a sin2(t)
profile with rise and fall duration tshaping = 10π/ν. In-
stead of applying an imbalance between Ωµw1 and Ωµw2,
we have detuned the microwave transitions equally by
2π × 0.5 kHz with respect to the |0〉i levels [4]. To check
these changes do not substantially increase the gate’s
intrinsic infidelities discussed above, we have simulated
the gate performance, namely the gate state fidelity for
each one of the four possible states in the code space
{|D,D〉, |D, 0′〉, |0′, D〉, |0′, 0′〉}, from which we calculate
the gate process fidelity as their average. In the sim-
ulation, we consider a vibrational mode with a cutoff
ncut = 15 and no further approximations have been
made. Taking into account a depolarisation time of 2
s (as previously measured using our dressed-state system
[12]) as well as a stretch-mode heating rate of 1.3 s−1

(heating rate as measured in the relevant apparatus and
scaled to 1.1 MHz; if using an ion chip with 150 µm
ion-electrode distance, the expected tenfold increase in
heating rate could be compensated by light cooling of
the trap electrodes to liquid nitrogen temperature [13]),
we calculate a total fidelity of 0.999 and a gate time of
361µs. Further improvement is of course possible with
higher magnetic field gradients as well as with longer co-
herence times and lower heating rates of the type seen in
other experiments.

Extension to a large-scale architecture

Our method can be applied to construct a large scale
quantum computer. We have developed a detailed engi-
neering blueprint for this purpose [14]. Here we discuss
important considerations relevant to our method. Indi-
vidual addressing of ions in the same entanglement zone
is achieved using the local magnetic field gradients, while
individual addressing of ions in different zones is achieved
by applying local voltages to position ions in different
zones in a different magnetic offset field. The crosstalk
between ions i and j for a square pulse resonant with ion
i can be characterised by the time-averaged excitation
probability of ion j, given by Cij ≈ Ω2

j/2∆2
ij , where Ωj

is the Rabi frequency of the desired transition in ion j
and ∆ij is the frequency separation between the transi-
tions in the two ions [15]. In a single entanglement zone,
the frequency separation between the Zeeman sublevels
of the ion pair for the parameters in the example case
in the previous section is 9.8 MHz. For the microwave
dressing fields, Rabi frequencies Ωµw/2π = 10 kHz are
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used, and therefore the crosstalk values for the dressing
fields are C12 = C21 = 5.2× 10−7. For the rf fields used
to drive the two-qubit gate, the crosstalk values would be
C12 = C21 = 2.0×10−4 for square pulse shapes, however,
the field amplitudes would be shaped with a sin2 profile
as demonstrated in this work. Shaping the pulse ampli-
tudes further reduces the crosstalk by several orders of
magnitude. To see this, a numerical simulation of a two-
level system driven by a field with Rabi frequency Ω(t)
and detuning δ was performed. The Rabi frequency was
varied in time starting with a sin2 shape ramp from Ω = 0
to Ω = Ωmax for a time tw, followed by a hold at Ωmax

for a time th, and finally a second sin2 shape ramp down
to Ω = 0 in time tw. It was found that for δ > 10Ωmax

and tw > π/Ωmax, the error is reduced to < 10−7. This
detuning requirement is fulfilled for both the rf and mi-
crowave dressing fields in this example. Therefore the
crosstalk between ions in a single zone is < 10−6, and is
therefore negligible compared to other error sources.

As mentioned, individual addressing of ions in differ-
ent zones is achieved by positioning the ions in differ-
ent zones in a different local static magnetic offset field
achieved making use of the position dependent magnetic
field originating from the local static magnetic field gra-
dient within each zone. Ions that are not being addressed
sit at magnetic field B1 corresponding to position z1,
while ions that require to be addressed are moved to posi-
tion z2 resulting in a magnetic field B2. As an example, if
B2−B1 = 2 G, the Zeeman states of the ions that are not
being addressed are 2.8 MHz off-resonant. The crosstalk
for such a frequency separation with the parameters in
the example case is 6.4 × 10−6 for the microwave dress-
ing fields, and < 10−7 for the shaped rf gate field pulse.
Other types of gates can then be introduced by position-
ing the ions in different locations resulting in additional
magnetic offset fields B3, B4 etc.. The minimal set of
gates required for a universal quantum computer follow-
ing the surface code error correction scheme described in
Ref. [16] consists of two single qubit gates (Hadamard
+ π/8 σz-rotation) and a two-qubit entangling gate such
as the one presented in this work. Therefore there are
four offset magnetic fields required: No interaction, sin-
gle qubit Hadamard, single qubit π/8 σz-rotation and
two-qubit gate. The total required range of magnetic
field offsets is therefore approximately 6 G for an arbi-
trarily large processor. Additional operations could be
added by increasing the range of magnetic field offsets if
required.

The currents creating the static magnetic field gradi-
ents local to each gate zone are applied permanently and
are not switched on or off. An alternative method to
select arbitrary gate zones for gate execution is to add

an additional current carrying wire to each gate zone.
The low current passing through this wire in each gate
zone creating the required different levels of magnetic
field need to be switched in order to individually address
ions in different zones. Here, currents of ≈ 100 mA need
to be applied to the wires to ramp the local offset B-field
from B1 to B2 (a difference of ≈ 2 G) which would then
shift the qubit frequency into resonance with a partic-
ular set of global gate fields. Different levels of current
are applied to relevant coils to shift the qubit frequencies
into resonance with different global gate fields. On-chip
digital-to-analogue converters can be used to control the
currents with 2 MS/s and 16 bit precision. A realistic
timing sequence for a two-qubit gate operation for exam-
ple would then be a 5 µs ramp from B1 to B2, followed
by the gate operation which is then followed by a second
5 µs ramp from B2 back to B1 where an integrated filter
produces a smooth waveform.
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